
Motivation
Community-contributed datasets are often affected
by hidden issues like inaccurate annotations,
poor documentation and ethical risks.
Rule-based curation tools are too rigid to detect
such subtle problems.
LLM agents excel in fixing known issues but have not
been tested on discovering hidden ones.
DCA-Bench is the first benchmark to evaluate
LLMs’ ability to uncover dataset quality issues
at scale.

DCA-Bench collects 221 real-world test cases from 8 popular dataset
platforms (Hugging Face, Kaggle, BIG-Bench, etc.). Issues are categorized
into 4 types and 18 fine-grained tags covering data errors, documentation
problems, infrastructure issues, and ethical/legal risks and more.
To make it more manageable and test the Curators’ capability in finer
granularity, four levels of hints (from no hint to detailed guidance) are
provided.
We develop an automatic evaluation framework using GPT-4o, achieving
high alignment with human annotations.
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Approach
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1.The ability to perform evaluation

tasks in alignment with human
judgments is of crucial value.

2.Advanced models struggle to
uncover hidden issues without
prior indication that problems
exist.


